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ABSTRACT
This paper deals with a  method of development of an annotated image dataset for 
the detection and classification of plant tissues, aimed at supporting automation 
in agriculture. The work includes a  collection of high-definition image data, their 
annotation and utility scripts, with the aim of creating a universally accessible dataset 
for the scientific community. The method is designed to be compatible with off-the-
shelf hardware, in order to better support research and development in the field of 
automated plant identification and plant disease diagnostics. This approach has the 
potential to significantly improve the efficiency of cultivation processes and support 
the implementation of advanced technologies in the agricultural sector, along with the 
automation of this sector.

Keywords: image analysis, plant classification, dataset, learning, annotation, image data

JEL Code: Q16, C55, C88

1	 INTRODUCTION

In agricultural engineering, proper fruit detection and counting using image analysis and 
computer vision algorithms is critical for automating and streamlining processes from me-
asuring phenotypic characteristics to harvesting. The difficulty of this solution lies not only 
in the availability of the required dataset for learning the model used, but also in the ability 
of this model to perform its own detection and classification at the level of plants and their 
tissues. This is quite a challenging discipline, especially due to the diverse structure, color, and 
considerable number of fruits available, as reported by Ukwuoma, et al. (2022). Until 2018, 
various machine learning methods were used for detection and classification, and applicati-
ons using deep learning methods began to gain ground (Zhang, et al., 2014; Then, Kim, 2017), 
alternatively algorithms published in (Stastny, Skorpil, 2007; Stastny et al., 2021).

 Availability of a suitable image dataset is an indispensable prerequisite for training of a mo-
del. That is, the availability of a sufficiently comprehensive dataset, consisting of a diverse 
collection of samples. Considerable number of images is a necessary condition for accurate 
representation of the actual environment, for example, in orchards and greenhouses, where 
the fruits may be occluded by the leaves of the plant, overlap, or they may have the same color 
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as the rest of the plant. When an image dataset is available, it is then possible to train a model, 
or compare existing models and select one that has performance for the selected application 
deployment (Ukwuoma et al., 2022). Some methods may also include further data augmenta-
tion, for example, for better extraction of image features, i.e. the ability to better identify the 
object being evaluated (Jia et al., 2023), or to increase the number of samples. 

Image datasets are created by a sequence of the following steps, which include: image data 
collection (can involve taking images of selected agricultural crops at different stages of de-
velopment, at different angles and under different lighting conditions); data labeling and 
annotation (manual, semi-automatic, or automatic annotation of images, i.e. labeling selected 
parts of a plant and assigning them to specified classes in order to classify individual crops 
and plants); splitting the dataset (for purposes of cross validation); optimization and pre-pro-
cessing of data (adjustment of images with regard to changing the resolution of images in 
order to train models effectively); incorporation of diversity (extension of the dataset to inclu-
de a wider range of plants, growing conditions, rotation of images, or use of augmentation to 
ensure robustness of the model), (Chiu et al., 2020; Wspanialy et al., 2020; Grinblat, et al. 2016). 
It is worth mentioning that beyond specialized datasets of agricultural crops, there are also 
general image datasets. Created in order to enable the training of models for the recognition 
of various objects, and thus also plants. However, there is a limit to the applicability of these 
resources for training of models for specific use in agriculture (Deng et al., 2009).  

In general, the number of available samples (cardinality) and its division into individual 
classification classes are important for datasets. It is obvious that as the number of classifica-
tion classes increases, it is necessary to have a larger total number of images. For example, 
a dataset of weeds, consisting of 14.035 images, was necessary to train a model capable of 
identifying 25 weed species, with achieved accuracy in the range of 91.8% - 92.4% (Wang et 
all, 2022). Currently, datasets of various plants and their fruits are available, but the differen-
ces are in their robustness, the number of classification classes and the classification ability 
itself. Other datasets include, for example, the tomato leaf dataset (Chang, 2020) or the tomato 
fruit dataset (Afonso et al., 2021).

1.1	 Description of the created dataset (research content)

As part of our work, we focused on the development of a  unique semantic segmentation 
dataset that is characterized by image resolution and partially automated mask creation. The 
dataset is characterized by images in 4K resolution, allowing to capture the detailed structure 
of plants, from leaves to individual fruits (Sapoukhina et al., 2022). This provides a conside-
rable level of detail and allows for deeper analysis and understanding of plant structures.

Unlike other available datasets (Gajjar et al., 2022), the dataset created contains diverse 
image types that include a wide range of agricultural environment scenarios, including com-
plex backgrounds and various stages of plant growth. The dataset was created by a group of 
students and is freely available to all interested researchers and companies. This approach 
makes it possible to provide a unique dataset that is not only more extensive than commonly 
available, but also provides more detailed information for research and applied purposes. 
Application deployment of such a dataset is possible at the level of learning models for the 
identification of plants, plant elements, and diseases. (Fenu et al., 2021). The dataset is pu-
blished under a  “Community Data License Agreement – Permissive, Version 2.0” for free 
download for all for further research and commercial use.

1.2	 Aim of the paper

The aim of the paper is to describe a method of dataset creation and provide a comprehensive 
dataset of agricultural crops for learning classification and detection models usable in the 
field of agriculture. Emphasis is also placed on the usability of common available off-the-shelf 



	 Miroslav Jaroš, Jiří Podivín, Petr Pernes, Oldřich Trenz

86

hardware for image data collection, such as mobile phones, and the availability of these image 
sources, with an intended effect of increasing the efficiency of the cultivation process, identi-
fying plant diseases, strengthening local production, deploying automation in the cultivation 
process while maintaining sustainability (Hughes et al., 2015).

2	 METHODOLOGY AND DATA

The methodology describes the methodological framework for image data collection and the 
creation of a dataset for learning models for classification and detection, including possible 
extensions and limitations of this approach. 

LabelStudio’s  annotation tool builds on previous toolchains and methods used to label 
images and includes several complex annotation workflows. Because agricultural imagery 
has a large number of objects and with more complex shapes than those in many general data 
sets, we focused on this tool for this, which allowed us to annotate multiple types of annotati-
ons and combine them in diverse ways. 

LabelStudio was chosen for its flexibility, support for a variety of data formats, and custo-
mizability of annotation processes. To ensure consistency of annotations across the dataset, 
a manual has been created describing the specifications for tagging individual elements such 
as Fruit, Stem and Leaf with an XML file definition for LabelStudio, see Figure 1. This defi-
nition ensures that all annotators act consistently and with respect to the required quality 
standards.

2.1	 Methodology

The annotation methods used by this tool can be applied separately or in combination with 
other tools to identify each object in an image. These annotated objects can contain several 
separate segments, allowing for adaptation to occlusion situations. In other words, even if 
a part of an object is obscured or not fully visible, the system can identify and annotate those 
parts of the object that are visible. In this way, it is possible to obtain the most complete and 
accurate annotation of the object despite the presence of occlusal situations. In addition to the 
main label, each object can also carry additional metadata that provides further contextual in-
formation. As an example, certain fruit may have associated metadata describing its ripeness, 
a text description, or the ID of the plant in question.

For our purposes we have augmented LabelStudio tools with an integrated model for ge-
nerating segmentation masks, Segment Anything Model (SAM), further referred to as SAM. 
This integration allowed us to generate accurate segmentation masks with minimum effort 
compared to manual approach.

 The following is a description of the main tools implemented by LabelStudio and used for 
our methodology:  

2.1.1	 Keypoint 
Keypoint Annotation in LabelStudio, supported by the SAM, is designed to generate masks 
for objects using a single point, chosen manually by the user of the LabelStudio. The process 
begins with the user’s selection of a point, to which the SAM model responds by assessing and 
suggesting the optimal location and shape of the mask. The user can approve this mask or add 
additional points to increase the annotation’s accuracy. The system also allows you to define 
negative points to exclude some areas from the annotation. Although there is an automatic 
point confirmation feature, we have found that in order to maintain high accuracy of the 
annotations it is advisable to disable it. This approach makes LabelStudio augmented with 
SAM a potent tool for users looking for a combination of efficiency and accuracy in image 
data annotation. 
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2.1.2	 Rectangle 
Rectangle annotation in LabelStudio, supported by the SAM model, is an effective solution for 
identifying and delineating objects in image data. The process begins with the user’s selec-
tion of the rectangular box that encloses the object. The SAM model then generates a single 
mask for the object enclosed. This annotation is useful for cases where the objects are already 
known and SAM is familiar with them, as it helps the user to better determine the bounda-
ries of the object and be more likely to correctly identify the object. This approach is ideal for 
projects where accurate localization of known objects is key, and SAM provides important 
support within the annotation process.

Rectangle annotation can be used with great effect to quickly label large objects within the 
processed image. But it is not well suited to situations when objects are small relative to the 
image size, or when their boundaries wouldn’t fit within a rectangle selection.

2.1.3	 Generating Greyscale masks for semantic segmentation
Machine learning’s  methodology for generating semantic segmentation masks often uses 
greyscale images for representing class identification of individual pixels.

In practice, multiple annotations of objects in the same class, such as a leafs, stems, fruits, 
etc., are merged into a single mask, representing all pixels belonging to a specific class in the 
original image. (Öztürk, B. and Özkar, M. 2022; Guo, S. et all 2020)

2.2	 Data

2.2.1	 Data Collection
Data was collected in 4K resolution from a  variety of different devices, from mobile pho-
nes and digital cameras to drones. This multidisciplinary approach allowed us to capture the 
image material from different angles and in different lighting conditions, which contributes 
to greater variability and richness of the dataset. Each image in the dataset contains at least 
ten annotations, which ensures sufficient diversity of objects to be used for further processing. 

2.2.2	 Uniqueness of the data 
Great emphasis was placed on the uniqueness of the data in order to avoid redundancy and 
ensure broad representativeness of the samples. Each image is unique and brings new value 
for research purposes. By carefully selecting and structuring the data, we are able to diffe-
rentiate between different states and types of plant material, which is crucial for machine 
learning and computer vision applications in the field of agriculture. 

The presented methodology and data collection represent an innovative approach in the 
field of agricultural research. Detailed resolution and complex annotations allow us to analy-
ze and understand the visual characteristics of plants in depth. The results of this project have 
the potential to significantly contribute to progress in the automation of agricultural processes 
and the improvement of decision-making mechanisms in this area.

3	 RESULTS

The result of our method is a dataset allowing us to both train new models or existing mo-
dels using the fine-tuning method, for purposes of semantic segmentation of plant tissues. Its 
uniqueness lies, firstly, in the size of the sample, and secondly, in the way the input data is 
acquired using consumer hardware such as mobile phone cameras. 

Due to the use of the SAM model with the specific annotation method, it became necessary 
to modify the original export routine used by LabelStudio in order to allow for local export of 
annotations on demand. Which can be impossible in Label Studio if the dataset is sufficiently 
large. Furthermore, Label Studio does not natively allow you to merge masks into one, but 
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generates masks one object at a time, which is unsatisfactory for training purposes. Therefore 
it was necessary to adjust individual steps of the export process and write a complex script 
solving the issue. The reason is the use of the SAM model and the annotation method, which 
the LabelStudio did not expect, but with the advent of SAM, this has fundamentally changed.

Result is a unique dataset of plant organs, with labels for fruit, foliage and stems. With fruit 
consisting of a mix of apples, rose hips, tomatoes. It is prepared in the expected format and 
always described in the form of the original file name and then the mask separately for leaves, 
fruits and stems. Thus, merged masks are the output of multiple annotations of one class by 
multiple annotators for an individual image.

The use of greyscale mask, combined with advanced machine learning algorithms such as 
Mask R-CNN, makes it possible to achieve high accuracy in object detection and segmentation 
in scenarios where it is critical, such as in automated harvesting in agriculture.

This code serves as a template specifying how the SAM model will be integrated into the 
annotation workflow and LabelStudio GUI. It describes in detail what parameters and settings 
are used for the correct functioning of the model within the annotation tool, including some 
specific instructions and rules that determine the behavior of the model when identifying and 
segmenting objects in images and representation of created masks in LabelStudio GUI.

Fig. 1:	 The image illustrates the XML configuration code used in Label Studio to set up and define 
SAM for automatic annotation. 
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 For a  deeper understanding of how this XML configuration and definition for the SAM 
model are used in LabelStudio, it is useful to look at the relevant documentation or examples 
that may be available online. You can visit the LabelStudio website or browse the SAM docu-
mentation directly for more information on exactly how this configuration and definition is 
applied in practice.

Fig. 2:	 An example of the Label Studio interface used to create segmentation 
masks – the masks were generated by the SAM model. On the right is the esti-
mated accuracy of each mask.

Fig. 3:	 Overlayed with masks. The colors of 
each mask class have been changed for better 
visibility.
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The use of greyscale images to indicate the affiliation of pixels to individual classes is one of 
the basic methods of computer vision, specifically in solving visual data segmentation tasks. 
The advantages of the method include easy coding of the resulting masks, and unambiguous 
interpretation of the model.

The disadvantage is the possibility of assigning each pixel to exactly one class. This makes 
it impossible to hierarchically classify objects or recognize individual instances of objects of 
the same class.

4	 DISCUSSION AND CONCLUSIONS

In our efforts to optimize data handling and enhance machine learning applications in ag-
riculture, we evaluated various data export formats offered by Label Studio. The internal 
representation of segmentation masks in Label Studio uses Run-Length Encoding (RLE) to 
minimize storage demands. Because of this choice, export of the data, particularly in formats 
like COCO, places significant computational demands when handling high-resolution images. 
This challenge has sometimes prevented the complete export of annotated datasets. To ad-
dress this, we developed utility software that allows for direct data export from the internal 
format used by Label Studio, thus circumventing the less efficient default export mechanisms.

 Creating segmentation masks in Label Studio has demonstrated considerable advantages 
for agricultural machine learning and computer vision. The interface is intuitively designed, 
accessible even to non-experts, and is highly adaptable to specific project requirements. 
However, the substantial volume and high resolution of the processed data pose challenges. 
Despite these, the potential for significant automation and process enhancement in agri-
culture through our methodology is vast. Future work will aim to expand this approach to 
additional plant types and tissues and integrate other technologies such as spectral analysis to 
further enhance object detection and classification capabilities.

 Our dataset presents a  significant evolution over traditional datasets like plant village 
(Hughes et al., 2015), which primarily focus on segmenting specific plant parts or tomato 
image dataset (Afonso et al., 2021) In contrast, our dataset encompasses a comprehensive sco-
pe, capturing entire plant structures – leaves, fruits, and stems–in a  single high-resolution 
image. This extensive segmentation capability facilitates a more detailed and holistic analysis 
of plant features, crucial for advancing agricultural research and applications.

The diversity of our dataset is also augmented by the variety of data collection devices em-
ployed, ranging from mobile phones and digital cameras to drones. This multidisciplinary 
approach not only diversifies the perspectives and lighting conditions under which the images 
are captured but also greatly enhances the dataset’s variability. This is crucial for developing 
robust machine learning models as each image is annotated with at least ten distinct labels, 
ensuring a rich diversity conducive to intricate object detection and segmentation tasks.

 The uniqueness of our dataset is underscored by its high resolution and comprehensive 
annotations. We have meticulously curated our dataset to eliminate redundancy and ensure 
a wide representativeness of agricultural samples. Each unique image enriches agricultural 
research, distinguishing between various states and types of plant materials effectively.

 Our dataset supports both the development of new models and the fine-tuning of existing 
ones for the semantic segmentation of plant tissues. Modifications were made to the standard 
export routines in Label Studio to facilitate on-demand local annotation export, addressing 
the limitations of handling extensive datasets and merging annotations for effective training.

 This innovative dataset not only propels the automation of agricultural processes but also 
enhances decision-making mechanisms within the sector. Using a greyscale mask in conjunc-
tion with advanced algorithms like Mask R-CNN achieves high precision in object detection 
and segmentation, critical for applications such as automated harvesting. Prepared in expec-
ted formats with clearly identified and separated masks for different plant parts, our dataset 
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is poised for immediate application in cutting-edge agricultural research, marking a signifi-
cant contribution to the field and promising to drive substantial advancements in agricultural 
technology and plant science.
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