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ABSTRACT
This paper focuses on the comparison of GPT, GPT-2, XLNet, T5 models on text generation 
tasks. None of the autoencoder models are included in the comparison ranking due 
to their unsuitability for text generation tasks. The comparison of the models was 
performed using the BERT-score metric, which calculates precision, recall and F1 values 
for each sentence. The median was used to obtain the final results from this metric. 
A  preprocessed dataset of empathetic dialogues was used to test the models, which 
is presented in this paper and compared with other datasets containing dialogues in 
English. The tested models were only pre-trained and there was no fine-tune on the 
dataset used for testing. The transformers library from Hugging face and the Python 
language were used to test the models. The research showed on the pre-trained dataset 
empathic dialogues has the highest precision model T5, recall and F1 has the highest 
precision model GPT-2.
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1	 INTRODUCTION

There has been a lot of progress in the area of large language models in the last few years. 
According to Tunstall et al. (2022), a major breakthrough in this area is taken to be the de-
velopment of the Transformers model in 2017, which performed better than the previously 
used recurrent neural networks (RNNs) and algorithms such as (Stastny and Skorpil, 2007) or 
hybrid algorithms such as (Stastny et al., 2021), both in terms of machine translation tasks and 
even in training costs.

Another turning point in the development of large language models was the development 
of the BERT and GPT models, in 2018 (Tunstall et al., 2022). The BERT model falls into the 
group of models containing auto-encoding transformers (Devlin et al., 2018) and the GPT mo-
del contains auto-regressive transformers (Radford et al., 2018). The group of large language 
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models still includes models containing sequence to sequence transformers. Models containing 
this transformer are suitable for machine translation. While models containing auto-encoding 
transformer are suitable for text classification and models containing auto-regressive transfor-
mers are suitable for text generation tasks (Rahali and Akhloufi, 2023).

With the passage of time, improvements have been made to both the BERT model and the 
GPT model. The BERT model has been further modified under the names RoBERTa (Liu et al., 
2019), ALBERT (Lan et al., 2019) or ELECTRA (Clark, 2020). The GPT model has retained its 
name and resorted to referring to versions of the models using numbers, such as GPT-2 
(Radford et al., 2019), GPT-3 (Brown et al., 2020) and GPT-4 (OpenAI, 2023). The GPT model 
has also come to the attention of the general public due to the fact that OpenAI has made the 
model freely available to the public, who immediately took a great liking to it.

Currently, the biggest challenge in the field of large-scale language models, and especially 
for models designed for text generation tasks, is how to perform proper evaluation of the 
generated language (Thoppilan et al., 2022). The difficulty in evaluating models lies in the 
fact that for a properly generated language, a large number of aspects need to be addressed, 
ranging from grammar to coherence, and hence there is no simple way to perform natural 
language evaluation. One possible way is human annotation, but this is very expensive. Thus, 
the aim of this paper is to focus on the possible evaluation of language models designed for 
natural text generation.

2	 METHODOLOGY

The methodology section introduces the datasets that contain the dialogues, the metrics used 
within this paper, and finally the models and their suitability for certain tasks.

2.1	 Datasets

To evaluate models in the domain of conversation, datasets containing dialogues can be used. 
Since the goal is to explore models suitable for implementing a conversational client, datasets 
containing dialogs need to be selected. Due to the small number of datasets with dialogues 
in Czech, datasets in English will be used. These include the Ubuntu Dialogue Corpus dataset 
(Lowe et al, 2015), ProsocialDialog (Kim et al., 2022), SODA (Kim and Hessel, 2022), DailyDialog 
(Li, 2017) or DialogCC, which also contains images (Lee, 2022). In this case, the empathetic 
dialogues dataset will be used. The empathetic dialogues dataset contains 76.7 thousand rows 
of training data, 12  thousand rows of validation data and 10.9 thousand rows of test data 
(Li et al., 2020) This is a dataset that contains a transformers library designed for the python 
programming language. The dataset can be used for both text emotion classification and eva-
luation of generated text. For this reason, it was also selected because it contains emotions.

2.2	 Metrics

To evaluate the generated text, it is also possible to use a large number of metrics. To evalua-
te the generated text, word-based metrics and contextual metrics can be used. Word-based 
metrics compare the words contained in the generated text and the reference text. While 
context-based metrics are mostly created as trained models for evaluation and their accuracy 
has been verified by human annotation (Sai, 2020). A lot of computational power is required 
when using context-based metrics. One of the possible metrics is BERT-score which is word 
based. The metric looks for a match using cosine similarity and takes into account the frequen-
cy of the document. Its great advantage is that it allows to take into account the importance 
of words (Zhang et al., 2019). It is a metric that is a good compromise between computational 



	 Survey of large language models on the text generation task�

197

power and the results it provides, so it will be used in the following paper. In order to use the 
BERT-score metric, the empathetic dialogues dataset needs to be modified and the reference 
text needs to be determined.

2.3	 Models

The large language models that contain transformers can be divided into three groups, name-
ly Autoregressive models which are suitable for generation tasks, sequence2sequence models 
which are suitable for machine translation and auto-encoder models which are suitable for 
text classification (Rahali and Akhloufi, 2023). Therefore, in order to compare the difference 
between the different types of models, two models that are not designed for text generation 
were also included in the comparison. These are the BERT model (Devlin, 2018) and the T5 
model (Raffel et al., 2019). The models suitable for text generation tasks are XLNet (Yang et al., 
2019), GPT (Radford et al., 2018), and GPT-2 (Radford et al., 2019). The models were selec-
ted based on the research conducted. Similar to the dataset, the Transformers library from 
Hugging Face can be used for the models. The library contains already pre-trained models 
that do not need to be trained further. If the user would still like to retrain the model for a spe-
cific type of task, fine-tuned functions are available.

3	 RESULTS

Before testing the large language models, it is necessary to prepare the dataset. The empathe-
tic dialogues dataset contains the conversation id (conv_id), utterance id (utterance_idx), what 
is the context of the dialogue (context), prompt, speaker id (speaker_idx), utterance (utteran-
ce), selfeval and tags. A sample dataset is shown in Table 1.

Because the BERT-score metric needs both the generated text and the reference text. It is 
possible to take every other answer as a reference within a dialogue. It is possible to notice 
that it is not possible to divide speakers into reference and those whose utterance is marked 
as the basis for the generated text, for the reason that the same spec may appear in multiple 
dialogues. Another of the snags in using this dataset can occur if there are an odd number of 
utterances in a conversation, then it is possible that the model will start generating a response 
even to an utterance where no response is desired. Should this case occur, it is possible to set 
the reference response to an empty string. The last situation that could occur is that the model 
would answer correctly, however it does not match the reference text. Since the Bert-score 
metric is used, which also takes into account the importance weight of each word, this pro-
blem should be avoided by the metric used. Because the crucial words are always repeated 
in the answers. In the original article, the values obtained from the BERT-score are set as the 
median (Zhang et al., 2019). This article uses the median to determine precision, recall and f1 
median because the BERT-score metric at the point when the dialogue did not continue and 
thus the person would not respond to the message, but the model generated the text, the met-
ric calculated all the resulting values as zero. So, what happened was that the resulting values 
contain the extreme outlier of zero, so it is more convenient to use the median.

4	 DISCUSSION AND CONCLUSIONS

Testing has shown that T5 has the best results in precision. Recall and F1 has the best GPT-2 
though. Sivarajkumar and Wang (2022) also tested GPT-2 and T5 but on classification task 
and they came out with precision for GPT-2 ranging from 0.73 to 0.50 and recall for T5 ran-
ging from 0.64 to 0.71. 57 to 0.75 and for the T5 ranged from 0.61 to 0.72, for the F1 model 
the GPT-2 ranged from 0.55 to 0.74 and for the T5 ranged from 0.65 to 0.71. From the above 
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results, it can be seen that Sivarajkumar and Wang (2022) also came out that the T5 model 
has better precision than GPT-2 in one case, but otherwise it can be generally said that GPT-
2 shows better results than T5. Khaliq et al (2022) compared T5 and GPT using BLEU score, 
where it came out that T5 has better results than GPT. However, this metric is intended for 
machine translation evaluation (Papineni et al., 2002). A comparison of XLNet was found only 
with BERT and RoBERTa models, where XLNet showed better results than BERT in most cases. 
(Liu, 2019) However, a comparison that focused strictly on evaluating the generated text of 
each model was not found. The research conducted above found that the evaluation results 
of all the models tested were higher than 62%. It showed that although the T5 model has 

conv_id utterance_idx context prompt speaker_
idx utterance selfeval tags

hit:1_conv:2 1 afraid i used to scare 
for darkness

2 it feels like hitting 
to blank wall when 
i see the darkness

4|3|4_3|5|5

hit:1_conv:2 2 afraid i used to scare 
for darkness

3 Oh ya? I don‘t really 
see how

4|3|4_3|5|5

hit:1_conv:2 3 afraid i used to scare 
for darkness

2 dont you feel so.. its 
a wonder

4|3|4_3|5|5

hit:1_conv:2 4 afraid i used to scare 
for darkness

3 I do actually hit 
blank walls a lot of 
times but i get by

4|3|4_3|5|5

hit:1_conv:2 5 afraid i used to scare 
for darkness

2 i virtually thought 
so.. and i used to 
get sweatings

4|3|4_3|5|5

hit:1_conv:2 6 afraid i used to scare 
for darkness 

3 Wait what are 
sweatings

4|3|4_3|5|5

hit:1_conv:3 1 proud I showed a guy 
how to run 
a good bead in 
welding class 
and he caught 
on quick.

3 Hi how are you 
doing today

3|5|5_4|3|4 <HI>

hit:1_conv:3 2 proud I showed a guy 
how to run 
a good bead in 
welding class 
and he caught 
on quick.

2 doing good.. how 
about you

3|5|5_4|3|4

hit:1_conv:2 1 afraid i used to scare 
for darkness

2 it feels like hitting 
to blank wall when 
i see the darkness

4|3|4_3|5|5

Tab. 1	 Empathetic dialogues dataset pattern
Source: Li, Q. et al., 2020

Models precision recall f1 Numbers of 
parameters

XLNet base 0.626486 0.705383 0.665162 110 million

GPT2 0.649675 0.717464 0.684829 1 500 million

T5-base 0.6751 0.682623 0.680336 220 million

GPT 0.633322 0.711081 0.671812 117 million

Tab. 2	 Model evaluation results
Source: numbers of parameters: Radford, Alec, et al., 2019; Jangir, S. 2021; Raffel, C. et al., 2019, Nguyen-Mau, T., 2024
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significantly fewer parameters than the GPT-2 model, when precision is used, the T5 model 
performs better than the GPT-2.
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